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Abstract 
 
Recognition of American Sign Language (ASL) alphabet not only could bring benefits to the ASL users, but also 
could provide solutions for natural human-computer/robot interactions in many applications. In this paper, we propose 
a method for ASL alphabet recognition with use of a Leap Motion Controller (LMC).  The skeleton data from the 
native LMC API is transformed by a skeleton module into a vector of the angle features. Meanwhile, two raw infrared-
radiation (IR) images are captured and each of them is fed into a vision module using a Convolutional Neural Network 
(CNN) for visual feature extraction, which results in two feature vectors. Those three feature vectors are then fed into 
a fusion neural network to output the predicted label. An ASL alphabet dataset is established, on which the proposed 
model is evaluated. The results show that our proposed method achieves the prediction accuracies of 80.1% and 99.7% 
in the leave-one-out and the half-half experiments, respectively. 
 
Keywords 
American Sign Language, Leap Motion Controller, Convolutional Neural Network, deep learning, machine learning. 
 
1. Introduction 
American Sign Language (ASL) alphabet refers to 26 finger-spelled letters including 24 static ones and 2 dynamic 
one�V���µJ�¶���D�Q�G���µZ�¶��[1].  Automatic recognition of these signs not only could bring benefits to the ASL users, but also 
could provide solutions for natural human-computer/robot interactions in a wide range of applications such as using 
gesture control devices. To tackle this challenging task, different kinds of sensors have been explored.  Cyber gloves 
can directly sense the finger bending but are inconvenient for daily use [2, 3]. Microsoft Kinect, which was first 
released in 2010, has been applied in this task intensively because it is able to perceive the depth information [4, 5]. 
Leap Motion Controller (LMC) was first released in 2012 and it can provide the hand skeleton information. This 
information has been used for sign recognition tasks [6, 7]. Different machine learning methods have been applied, 
such as support vector machine, k-nearest neighbor, and random forest [4, 8]. Deep learning methods, such as 
Convolutional Neural Networks (CNN), have been prevalent recently for image recognition and Natural Language 
Processing (NLP) tasks [9].  
 
In the present study, we use a LMC as the sensing device to capture human hands for sign recognition. An overview 
of the proposed model is illustrated in Figure 1. The LMC returns skeleton data and two infrared-radiation (IR) images, 
from which the angle features and the visual features are extracted by a skeleton module and a vision module, 
respectively. Subsequently, these extracted features are fed into a neural network classifier to make the final prediction. 
To evaluate the proposed model, a dataset is established on which the evaluation experiments are conducted. 
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distortion. Since the hand region is illuminated by the IR LEDs, the undistorted images are then processed using a 
brightness threshold and cropped accordingly to remove the background. 
 
3. Methodology 
Figure 3(a) illustrates the overall architecture of our proposed model. It has a skeleton module and a vision module to 
extract features from the skeleton data and the two IR images, respectively. Then these features are fused together for 
classification. 
 

 
                           (a)                                                             (b)                                                        (c) 

 
Figure 3: Structures of (a) the proposed model, (b) skeleton module, and (c) vision module�����µConcat���¶�����µFC�¶�����µConv���¶����

�D�Q�G���µPool���¶��denote the operations of concatenation, full connection, convolution, and pooling, respectively. 
 

In the skeleton module (see Figure 3(b)), the positions of the 19 joints �<�,�5�á �,�6�á �å �á �,�5�=�= and the palm center �,�4 are 
retrieved from the skeleton data. Then, their angle features are extracted as they are critical in defining different signs. 
There are 22 angles �<�à�5�á �à�6�á �å �á �à�6�6�=, including angles between adjacent bones in the same finger and angles between 
adjacent fingers, selected and their cosine values are calculated as a 22-dimensional feature vector, which is fully 
connected to a layer with 16 neurons. Finally, the skeleton module outputs a feature vector with the dimension of 16. 
 
The vision module is a Convolutional Neural Network (CNN) whose architecture is shown in Figure 3(c). Suppose 
there are �0 pairs of IR images �: �Ü

�ß�Ø�Ù�ç and �: �Ü
�å�Ü�Ú�Û�ç, �E �Ð�>�s�á �0�?. First, each of the images is scaled to the size of 

�u�tH�u�tH �s and its intensity is normalized to the interval �>�r�á�s�?. Then three convolutional layers with the filter size of 
�w H �w and the increasing depth of 32, 64 and 128 are implemented to extract the visual features. A down-sampling 
layer is applied after each convolutional layer using the max pooling operation [12] with the filter size of �t H �t to 
reduce the spatial dimension (width and height). The third down-sampling layer �2�K�K�H�ä �u returns a feature map with 
the size of �v H �v H�s�t�z which is flattened subsequently. Finally, the vision module outputs a feature vector with the 
dimension of 1024. 
 
The fusion process is illustrated in Figure 3(a). First, the vision module generates a 1024-dimensional feature vector 
for each of the two IR images. Then these two vectors are concatenated into a 2048-dimensional vector on which a 
fully connected layer is applied forming a 128-dimensional vector. While the skeleton module generates a 16-
dimensional vector, which is concatenated with the 128-dimensional vector forming a 144-dimensional vector. 
Finally, the fully connected layers with 24 neurons and the Softmax operations [12] are implemented on the 144 and 
16-dimensional vectors, resulting in the main output and the SM output, respectively. 
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To train the model more effectively, two loss functions are considered, which are the cross entropies of the main and 
the SM outputs. The total loss is defined as the weighted summation of these two loss functions. 
 
4. Experiments 
We evaluate our method on the established ASL alphabet dataset, which has 24 signs performed by 5 subjects and 
450 samples for each sign. Thus, there are 54,000 samples in total. Figure 4 shows examples of the 24 signs of each 
of the five subjects. 

 

 
Figure 4: Examples of the 24 signs of each of the five subjects 

 
The model described in Section 3 is created using TensorFlow [13] and Keras [14]. The leave-one-out and the half-
half policies are conducted in the experiments for evaluation purpose. For the leave-one-out policy, the samples of 
one subject are left for evaluation, and the samples of the other subjects are used for training. For the half-half policy, 
one half of the samples is used for training and the other half is kept for evaluation. Recognition accuracy is used to 
quantify the classification performance, which is the percentage of correctly recognized signs. 
 
To evaluate the effectiveness of the proposed model, we compare the performance of four cases using different inputs: 
(1) single image (feed the vision module with only one image, discard the skeleton module); (2) two images (feed the 
vision module with two images, discard the skeleton module); (3) skeleton data (feed the skeleton module with the 
skeleton data, discard the vision module); and (4) the proposed model. The performance of the leave-one-out and the 
half-half evaluations in these four cases are summarized in Table 1. Case 2 has a higher accuracy than Case 1, which 
shows that using two images from two cameras helps to identify a sign. Case 3 has the lowest accuracy compared with 
the others, because the LMC cannot provide the correct skeleton data for some signs due to their high complexity and 
the finger occlusions. Overall, the proposed model has the highest prediction accuracies among the four cases in both 
the leave-one-out and the half-half evaluations, which are 80.1% and 99.7%, respectively. 
 

Table 1: Prediction accuracies (%) of the leave-one-out (loo) and the half-half (hh) evaluations in different cases 
Cases Single image Two images Skeleton data Ours 

 loo hh loo hh loo hh loo hh 

1 87.9 

- 

86.1 

- 

35.2 

- 

87.2 

- 

2 75.4 78.5 22.8 81.1 

3 64.6 67.0 29.9 68.7 

4 90.6 93.0 39.7 91.2 

5 63.6 66.5 48.1 72.3 

Mean accuracy 76.4 99.4 78.2 99.6 35.1 66.7 80.1 99.7 
 
As listed in Table 1, different subjects show different performance in the leave-one-out evaluations. The 4th subject 
has the highest accuracy of 91.2%, which is about 23% higher than the lowest one from the 3rd subject. As examples, 
the confusion matrices of the 3rd and the 4th subjects are shown in Figure 5. For the 3rd subject, there are some confusing 
pairs severely misclassified, such as �µC-�(�¶�����µK-P�¶�����µR-U�¶�����µ�6-�1�¶�����µT-S�¶�����D�Q�G���µX-D�¶, due to their high similarities (see 
Figure 5(a)). For the 4th subject (see Figure 5(b)), most of the signs are correctly classified except the most confusing 
�S�D�L�U���µN-S�¶ (i.e., there are 380 �µN�¶���P�L�V�F�O�D�V�V�L�I�L�H�G���D�V���µS�¶). 
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5. Conclusion 
In this paper, we propose a method for American Sign Language (ASL) alphabet recognition using the skeleton data 
and two infrared-radiation (IR) images obtained from a Leap Motion Controller (LMC). A skeleton module is designed 
to extract angle features from the skeleton data, and a vision module, which is a Convolutional Neural Network (CNN), 
is developed to extract visual features from the two IR images. Then these two kinds of features are fused together 
with a neural network to output the final prediction. The proposed method compensates the weakness of the native 
LMC API in recognizing complex signs. An ASL alphabet dataset involving the 24 static signs performed by 5 subjects 
is created to evaluate our model. The experimental results on the established dataset demonstrate that our model 
achieves the prediction accuracies of 80.1% and 99.7% in the leave-one-out and the half-half evaluations, respectively. 
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